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8.1 For misspecified model

Suppose that (Yi, Xi) ∈ R × Rd are i.i.d. observed from PXY for i = 1, . . . , n, where a constant term are
included in Xi. Throughout this lecture, we assume that E[XiX

⊤
i ]−1 exists.

We now want to approximate Yi using linear combination of Xi, i.e., we consider such a model:

Yi = X⊤
i θ∗ + ei, for some θ∗ ∈ Rd.

In most case, since E[ei|Xi] = E[Yi|Xi] − X⊤
i θ∗ ̸= 0, the model above is not correctly specified, i.e., the

model is misspecified. However, even in the misspecified case, the linear approximation still exists and is
useful in some way.

Without any further assumption but that E[XiX
⊤
i ]−1 exists, θ∗ is defined as:

θ∗ = arg min
θ∈Rd

E[(Yi −X⊤
i θ)2].

from the exercise sheet, you proved that θ∗ uniquely exists since

2E[−Xi(Yi −X⊤
i θ∗)] = 0 =⇒ θ∗ = E[XiX

⊤
i ]−1E[XiYi].

By the consistency of Lasso, we know that under certain conditions, we will have the lasso estimator θ̂n
satisfies

∥θ̂n − θ∗∥2 ≤ 3

k

√
sλn,

where λn is the regularization parameter of Lasso.

In specific, the conditions include:

(A1) The support S of θ∗ satisfies |S| = s.

(A2) RE condition holds. Here we require the 1
n∥Xv∥2 ≥ k∥v∥2 for any v ∈ C(k, 3).

Note. This is the case under the high-dimentional setting where X⊤X is not invertible. But for d fixed, we

can simply compute k as λmin(
X⊤X

n ) for n large enough.

(A3) λn ≥ ∥X⊤ei
n ∥∞.

Thus, we can estimate θ∗ through Lasso program instead of minimizing the empirical MSE.

8.2 feature selection

Suppose that the feature dimension d of the dataset (Yi, Xi) is fixed, and θ∗ is not sparse. How can do
feature selection using Lasso?
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We suppose that the selected feature X̃i behaves as similar as Xi. That is, there is a sparse θ∗s satisfing:
(A4) The support S of θ∗ satisfies |S| = s.

(A5) Here we require the λmin(
X⊤X

n ) ≥ k > 0.

(A6) λn ≥ ∥X⊤(Y−Xθ∗
s )

n ∥∞.

And it holds that
E[(Yi −X⊤

i θ∗s)
2] ≈ E[(Yi −X⊤

i θ∗)2].

In this case, θ∗s can be approached by Lasso estimator θ̂n. Let S∗ be the support of θ̂n, and the selected
feature is X̃i = Xi,S∗
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