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Last week we learn about the consistency theorem of Lagrangian Lasso:

Theorem 5.1 Assume that 6* has its support on S and X satisfies the RE condition. for any solution ) of
the Lagrangian Lasso with A, > 2||%Hoo, we have

~ 3
16— 0%]2 < V5.

2

Gaussian variable. A random variable X with mean p and variance o is said to be Gaussian if its density

f satisfies
_ 1 1 2
flz) = Wexp —ﬁ(a: — )y,
and we denote X as
X ~ N(u,0?).
Moment generating function. The moment generating function (MGF) of X is defined as
Mx(t) = E[e™].

For Gaussian variable X ~ N (u,0?), its MGF is

(7'2
My (t) = E[e!X] = ettt 1",

Lemma 5.2 (Markov inequality) For a non-negative random variable X with E[X] < oo, it holds that,
for anyt >0,
E
P(X >t) < %

Proof: Note that

X X E[X]
P(X > 1) =E[lix>n] SB[ lixsn] SE[]=——.
|
Lemma 5.3 Suppose that X ~ N(0,0?). it holds that, for any t > 0,
+2
P(X >t)<e 22,
Proof: By Markov inequality and the MGF of a Gaussian variable, for any ¢ > 0 and s > 0,
2
IP(X > t) _ IP(esX > est) < efstE[esX] _ 67t5+752_
Since —ts + 0—2252 takes its minimum at s = %, we have
t2
P(X >t)<e -7.
|
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Proposition 5.4 Suppose that X1,..., Xy vrd N(0,0%). Then we have

t2
P(max{Xy,...,Xq} >t) < dexp{—QZ}
o

Proof:
P(max{Xy,..., X4} > t) <P(UL {X; > t})

d
< ZIP(Xi >t)

i=1
t2

< dexp{—zz}.
o

Example 7.14 in Wainwright’s book. Consider the classical linear Gaussian model, where w € R™ has
i.i.d. N(0,0%) entries.

Consider X € R™*? is fixed. Suppose that X satisfies the RE condition, and that it is C-column normalized,
ie.,

X, 7)

2
max ———— < C.
j=l.d /1
. T . . .
Thus, the random variable || % |loo corresponds to the absolute maximum of d zero-mean Gaussian variables,
. . 2,2 .
each with variance at most Cn“ , since

n?2 n

AT 2 n Y 2 2
X(vj) ’U)) o ZX(Z>])2 0,2||X(7j)||2 < Co )

The standard Gaussian tail bounds states that, for any j € {1,...,d},

p([RLr

2

237‘2} for all ¢ > 0.

‘ > t> < 2exp{—

Thus, for all 6 > 0,

T d T
P(HX U’H > Co (,/ngdw)) < P(X(’j) < zca( 21°gd+5>>
n 0o n — n n

nC20?(y) 2184 4 §)2

20242

< 2dexp{ —
< 2¢m9%/2,

If we set \, = 2Ca (21264 4 §), this means that \, > 2 H%H with the probability at least 1 — 2e~"0"/2,
o0
Then the theorem implies that with the probability at least 1 — 2e~ %/ 2 we have

~ 3 6C 2logd
||0—e*||gskmn:k”\/§{ % +a}.
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1_ o
Note: If we take § = (l) 27 for some a > 0, then with the probability at least 1 — 2e~"’ /2 it holds that

n

~ 3 _ 6Co 2logd 1
16671 < v, = Ve { BBy

which would converge to zero with the rate slightly slower than 1/y/n.



