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In this lecture note, we consider such a linear model y = X0* + w, and mainly study the consistency of the
Lagrangian Lasso solution:

1
in ¢ —ly — X0[3 + X [|0]1 ¢ - 4.1
i, { oy = X613 + Aol } (4.1)

Extension of restricted nullspace. Define the set
Co(S):={AeR:|Age|1 < a|]|As|1}-

This definition generalizes the set C(S) used in our definition of the restricted nullspace property, which
corresponds to the special case a = 1.

RE condition. The matrix X satisfies the restricted eigenvalue (RE) condition over S with parameters
(k,a) if

1
—[|IXA|Z > E[|Al|Z for all A € C,(S). (4.2)
n

Assumption 4.1 In the case of hard sparse, we assume that
(A1) The vector 0* is supported on a subset S C {1,...,d} with |S| = s.
(A2) The design matriz X satisfies the RE condition with parameter (k,3):

1
"IXAI3 > KIAJ3 for all A € Cy(S).

Theorem 4.2 (Theorem 7.13 in Wainwright’s book) Under above assumption, for any solution ) of
the Lagrangian Lasso (4.1) with A, > 2| X w lloo, we have

n

~ 3
16— 0%]2 < 5.

, the error vector A=0—06

Proof: Our first step is to show that, under the condition A, > 2 H%
oo

belongs to Cs(.5).

Define the Lagrangian L (6; A,) = 5= |ly — X6||3 + A, [|6])1. Since 9 is optimal, we have
L (5; )\n) <L M).
That is,
"y — X013+ Ml < o lly — X0 (3 + A0
m Yy 2 n 1> m Yy 2 n 1
1 ~ ~ 1
i X * _X 2 < 2 *
= X0 XD 4 Al < ol A6

1

N —~ ~ 1
o (XA — )T (XA —w) + A\, ||0]1 < %wTw + A0l

—
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Rearranging it, we have

wTXA

1 ~ ~
< — 2< Iy — .
0< XA} < + X {11071, = 1611}

Now since 6* is S-sparse, we can write

1671, = 181 = 1651, — |

%+ B, = [3s],

Thus,

wTXA

+ 22 {1051, - |

1 ~ ~ —
0< ~|XA[3 <2 9§+ASH1— HASC

J
J

1} : (4.3)

n
(i) —~ ~ ~
< 2||XTw/n||_ Al + 27, {HASH1 - HASC

2 s o[, s

where step (i) follows from a combination of Holder’s inequality and the triangle inequality, whereas step
(ii) follows from the choice of A,,.

Inequality (4.3) shows that Ae Cs3(.9), so that the RE condition may be applied. Doing so, we obtain
R A]15 < 83X V5| All2,

which implies the consistency. ]

Example 7.14 in Wainwright’s book. Consider the classical linear Gaussian model, where w € R™ has
iid. NV(0,0%) entries.

Consider X € R™*? is fixed. Suppose that X satisfies the RE condition, and that it is C-column normalized,
ie.,

X(-, 1
N <) P
j=1,...,d Vvn

. T . . .
Thus, the random variable || % |loo corresponds to the absolute maximum of d zero-mean Gaussian variables,
. . 2,2 .
each with variance at most CT", since
2

X(- AN\T 2 " X(-. ] 02 2
(KT 9 e pIXCIE O
=1

n2 4 n2 n

The standard Gaussian tail bounds states that, for any j € {1,...,d},

2

X (-, 5)Tw nt

n
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Thus, for all 6 > 0,

(] o) <o

Jj=1

ZCO’(

2logd
n

nC20?(y) 2184 4 §)2

< 2dexp{ —

< 9¢~m8%/2,

If we set A\, = 200(% + ), then the theorem implies that

16— 071> < 6i°’¢§{21‘;gd +6}.
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